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Thermal model for analysis of Mars infrared mapping

Hugh. H. Kieﬂ”er,12

Abstract.

The KRC numerical thermal model has been used in the analysis of obser-

vations from virtually all Mars missions with infrared sensors and for the selection of
virtually all Mars’ landing sites. It uses a physics-based one-layer atmosphere gray at
solar and thermal wavelengths to determine the radiative effect of a dusty atmosphere.
One gas component may condense to form a seasonal polar cap and affect the global sur-
face pressure. The atmosphere may be omitted entirely to model airless bodies. KRC
uses layers that become thicker geometrically with depth and it uses repeated time-step
doubling. The surface may be homogeneous or have two zones of material properties,
each zone may have temperature-dependent thermal conductivity and specific heat. Sur-
face slopes or depressions are modeled to first order. Here KRC is described in detail
and used to compute globally the annual average surface temperature accounting for albedo,
thermal inertia, elevation, slope at 3 km resolution and zonal climate. Comparisons with
three other thermal models are discussed. The model is available for general use.

1. Introduction

This paper describes a numerical model used extensively
for computing planetary surface temperatures. The KRC
numerical model has evolved over a period of five decades
and has been used for a variety of planet, satellite and comet
problems, however use has concentrated on Mars. The
model uses a one-layer atmosphere but does allow conden-
sation and global pressure variation; the model can output
surface kinetic and planetary (nadir view from space) bolo-
metric temperatures, along with a variety of parameters re-
lated to subsurface-layer and atmosphere temperatures, sea-
sonal polar cap mass, heat-flow and numerical performance
parameters.

The program is designed to compute surface and subsur-
face temperatures for a global set of latitudes at a full set of
seasons, with enough depth to capture the annual thermal
wave, and to compute seasonal condensation mass. For his-
toric reasons (it originated in the era of kilo-Hz processors)
the code has substantial optimization. It allows sloped sur-
faces and two zones of different sub-surface materials. There
are generalities that allow this code set to be used for any el-
lipsoid with any spin vector, in any orbit (around any star);
with or without an atmosphere (including condensation);
this is also the source of some of the complexity.

In response to an oft-asked question, the acronym KRC
is simply K for conductivity, R for “rho” (p) for density,
and C for specific heat; the three terms in thermal inertia
I. KRC uses explicit forward finite differences and is coded
in FORTRAN (with some utility C routines). Model de-
velopment began 1968, and was used to support the Viking
mission with a total of 3 cases in an era when computing a
single case for 19 latitudes at 40 seasons with a 2-year spin-
up took an hour on a large university unshared main-frame
computer. For this reason, the code is highly optimized
for speed and uses layer thickness increasing exponentially
downward and time steps that increase by factors of two
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deeper into the subsurface where stability criteria are met.
The code is modularized based on time-scale and function,
and there is extensive use of Commons. The version used for
Mariner 9 and Viking was described briefly in Kieffer et al.
[1977]. The KRC model was used in many analyzes of the
Viking Infrared Thermal Mapper (IRTM) data; derivatives
were used to study sublimating comets Weissman and Kief-
fer [1981] and ring and satellite eclipses Aumann and Kieffer
[1973]; Gatley et al. [1974]; Lunine et al. [1982],. The code
has undergone step-wise revision, a major change being a
2002 replacement of a down-going steady IR flux equivalent
to fixed fraction of the noon insolation with the atmosphere
described here. This newer version has been the basis for
analysis of THEMIS and Mars Exploration Rover (MER)
Mini-TES results. As of 2009, the code allows temperature-
dependent thermal conductivity and specific-heat.

Although KRC has many loops to compute temperatures
as a function of time-of-day, latitude, season and a multi-
tude physical parameters, a key characteristic is that at its
core it only computes one surface temperature at a time. A
number of first-order approximations are used to accommo-
date slopes and circular depressions without an appreciable
decrease in speed.

For THEMIS, a “one-point” (OnePoint) capability was
included that allows input of a set of points defined by sea-
son, latitude, hour and a few major physical parameters;
KRC will produce the surface kinetic temperature and plan-
etary brightness temperature for these points; see §5.6.

The Datasets that constitute the on-line auxiliary ma-
terial include all source code, guides for installation and
running KRC, supporting documentation, sample input
and output files. The full source code and documenta-
tion will be maintained and available at the KRC website:
http://krc.mars.asu.edu .

1.1.

Determination of thermal inertia using the KRC model
has been used in selecting all landing sites on Mars; Viking:
[Ezell and Ezell, 1984, p.352+], Pathfinder: Golombek et al.
[1997a], MER: Christensen et al. [2005a]; Golombek et al.
[2003], Phoenix: Arvidson et al. [2008], Mars Science Labo-
ratroy) MSL: Fergason et al. [2012]; M.P. Golombek and 23
others [2012]. Rock abundances have been computed using
the KRC model Christensen [1986] and post-landing assess-
ment has shown the estimates based on IR observations to
be close Golombek et al. [1997b, 2005]; Nowicki and Chris-
tensen [2007].

Use for recent missions
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Standard data reduction of the Odyssey Thermal Emis-
sion Imaging System (THEMIS) uses the KRC model Chris-
tensen et al. [2003, 2005b]; Rogers et al. [2005]; Titus et al.
[2003]. This involved generation of a large set of models
on a grid of thermal inertia I, surface albedo A, elevations
and visual dust opacities 79 with output of surface kinetic
temperature Ts and top-of-atmosphere bolometric temper-
ature Tp, at a uniform set of latitudes, Hours (H, 1/24 of
the planets day) and seasons. The 7-dimensional model
set is interpolated first in season (to correspond to a spe-
cific Odyssey orbit), then at the latitude and hour of each
observation using the elevation corresponding to the obser-
vation longitude; interpolation in opacity and albedo are
based on prior or current observations. This leaves Ts and
Ty as a function of thermal inertia, which may not be mono-
tonic; this relation is interpolated linearly in 7', using either
Ty or opacity-corrected Ts, and logarithmically in I to get
the thermal inertia. KRC was used in analysis and surface
thermal observations by Mini-TES, usually with a similar
scheme for T, only. Golombek et al. [2006]; Fergason et al.
[2006].

KRC thermal modeling has been used for study of general
nature of the Martian surface Bandfield [2007]; Bandfield
and Edwards [2008]; Bandfield and Feldman [2008]; Edgett
and Christensen [1991]; Arvidson et al. [2006], Chapter 9
in Bell [2008]; and detailed sites: Arvidson et al. [2004];
Christensen et al. [2004]; Feldman et al. [2008]; Fergason
et al. [2006]; Fergason et al. [2006]; Glotch and Christensen
[2005]; Greeley et al. [2006]; Ruff et al. [2001].

KRC has been used in many analyses of TES data, e.g.,
Nowicki and Christensen [2007]; Osterloo et al. [2008].

KRC models are the basis for the surface temperature es-
timate used for the black-body emission correction to Mars
Reconnaissance Orbiter (MRO) Compact Reconnaissance
Imaging Spectrometer for Mars (CRISM) reflection spectra,
Martin [2004].

KRC Kieffer [2007] and derivatives Piqueuz and Chris-
tensen [2008]; Piqueuz et al. [2008] have been used in study
of seasonal slab ice. The capability to model temperatures
at the bottom of conical depressions was added to study the
potential volatile sublimation in freshly exposed trenches to
be dug by the Phoenix mission; this geometric capability
can as well be applied to the floors of craters.

In an extreme case, a movie of a thermal day on Mars
was made by computing surface temperatures at 0.017 Hour
intervals with a ”spin-up” of 5 sols at Ls =90°. The mea-
sured albedo, thermal inertia and elevation with 0.25 deg
resolution in longitude and latitude was used. 1.45 billion
instances of KRC OnePoint mode were run on a cluster of
128 CPU’s for 48 hours over a weekend. The video can be
viewed at

http://mars.asu.edu/ phil/1s90_32_full _5_part_movie.mov [per-

sonal communication from Phil Christensen]. A version of
KRC specifically modified later for this application increased
the speed by a factor of 3800.

1.2. Some other thermal models used for Mars

The Martian atmosphere has a significant effect on sur-
face temperature, both in the physical temperature of the
surface being influenced by the dusty atmosphere’s modi-
fication of the insolation that reaches the surface and the
down-going infrared radiation from the atmosphere, and on
the apparent temperature measured remotely by infrared
radiometry Haberle and Jakosky [1991]. Thermal models
which treat the atmosphere in detail, such as a dusty radia-
tive/convective column Haberle and Jakosky [1991] or that
include lateral heat transport such in a General Circulation
Model (GCM) Haberle et al. [1993]; Barnes et al. [1993], gen-
erally take two to several orders of magnitude longer than
KRC to run.

The thermal models for the Mars Global Surveyor (MGS)
Thermal Emission Spectrometer (TES) standard data pro-
cessing were based on the Mellon-Jakosky-Haberle model
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[hereafter simply the Mellon model], Jakosky et al. [2000];
Mellon et al. [2000], The Mellon model has direct heritage
from KRC and uses a similar subsurface; it has a multi-layer
conductive/convective atmosphere with radiative properties
based on calculations by Jim Pollack whose basis has been
lost [community oral history]. Extensive comparison of the
Mellon model and KRC was done in development of the
MGS TES production code; see §3.4.3. This model has been
used in detailed global mapping of TES observations Putzig
et al. [2005].

Schorghofer and Aharonson developed a model in which
treatment of the atmosphere and slopes is based on KRC.
This model uses the Crank-Nicolson scheme and includes
vapor diffusion in the soil; it has been used to study the
distribution of ice in current and prior climates Schorghofer
and Aharonson [2005]; Aharonson and Schorghofer [2006];
Schorghofer [2008]. Helbert and Benkhoff developed a
model that allows detailed layering of properties and vapor
diffusion Helbert and Benkhoff [2003].

A finite-difference thermal model used for estimating
depth to liquid water stability Clifford and Bartels [1986]
was made publicly available. A derivative of this model and
KRC was used to study ground ice stability Paige [1992].

A model similar to KRC in subsurface representation was
used largely for Mars’ polar studies Paige and Wood [1992];
Wood and Paige [1992]; Paige et al. [1994]; Paige and Kee-
gan [1994].

1.3. Notation use here

Program and routine names are shown as PROGRM.
Code variable names are shown VARIAB. Input parameters
are shown as INPUT. File names are shown as file.

For convenience, some physical parameter default values
are shown within square brackets at their point of mention
and some are listed in Tables 1 and 2, which contain sym-
bols, variable names, and some indication of how often var-
ious terms are calculated.

All units are SI, except the use of days [86400 seconds] for
orbital motion. The sample input file, Dataset 8, includes
all input parameters. The symbols Ts and T, are used in the
text for kinetic temperature of the surface and the one-layer
atmosphere.

2. Physical representation

KRC solves the heat diffusion equation (Eq. 15) with
an upper boundary condition (Eq. 13) that includes peri-
odic insolation through a dusty (and cloudy) atmosphere,
infrared radiative transfer with the atmosphere, and con-
densation and accumulation of diurnal and seasonal frosts.
The primary outputs are kinetic surface temperature T
and bolometric 'top-of-the-atmosphere” temperature T} as
might be measured by a remote observer, both as functions
of "hour’ (local time of day), season and latitude; it can also
produce subsurface layer temperatures, atmosphere temper-
ature and frost amounts.

KRC is designed to do this for a spinning ellipsoid (e.g.,
Mars) in an elliptical orbit for periods of a few ’sols’ (body
rotation periods) to many ’years’ (orbital periods). All the
planetary (or satellite or asteroid) values are specified by a
set of about 100 input parameters, described in the Datasets
7 and 8; some are in Table 1, none are hard-coded.

2.1. Planetary Orientation and Orbit

KRC can accept either fixed heliocentric range and sub-
solar latitude, or Keplerian orbital elements and a fixed
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pole-orientation (direction of the spin axis); in both cases,
“seasons” are at uniform increments of time. An associ-
ated Planetary ORBIt program set, PORB, main program
porbmn, accesses files containing the elements for all the
planets Seidelmann et al. [1974] and a few comets and aster-
oids (straight-forward to add more); this program set pre-
calculates the orbital elements for any epoch, converts them
into rotation matrices for the chosen epoch and creates a
plain-text parameter set that is then incorporated into the
input file for KRC. This plain-text parameter set is described
in Dataset 4 under PORBCM.INC; the PORB system is
available at the KRC website. For TES and the THEMIS
modeling done at the start of those investigations, the Mar-
tian elements (with respect to Earth equator and equinox)
were evaluated for epoch 1999; Mars’ spin-axis orientation
was based on pre-Viking data, and differed from the cur-
rent best estimates Seidelmann et al. [2005] by about 0.3°.
Within KRC, the orbital position of Mars is computed for
each “season”, yielding the heliocentric range, the sub-Solar
latitude, and the seasonal indicator Ls.

Planetary spin-axis orientations have been updated to
Seidelmann et al. [2005] and mean elements have been up-
dated to Seidelmann [2005]. Short-term perturbations by
the planets are ignored, which can yield errors up to 0.03° in
L, for Mars,[Allison and McFEwen, 2000, Figure 2].

The length of a season step is input (units of days) and
generally will be a sub-multiple of a planets year; it can be
as short as one sol (details of how to do this are in Datasets
7 and 8).

2.2. Atmosphere

A goal of the KRC model has been to account for the
first-order effects of the atmosphere, while preserving the
speed and flexibility to deal with surface effects such as lay-
ered materials and sloping surfaces. A complicating factor
in treating the atmosphere more fully is that the opacity of
Mars’ atmosphere can vary considerably in space and time
Smith [2004]; Smith [2009]; although seasonal- and latitude-
dependent opacity can be specified for KRC, only GCM’s
with surface dust interaction can begin to reactively model
this.

KRC uses a one-layer atmosphere that is gray in the vis-
ible and thermal wavelength ranges. Radiative exchange
with the Sun, space and the surface determines the model
atmosphere energy balance and its temperature variation.
The columnar mass (and the surface pressure) can vary
with season and surface elevation. A uniformly-mixed dust
loading is allowed to modify the visual and thermal opac-
ity. Direct and diffuse illumination are computed using a
double-precision 2-stream Delta-Eddington model, with sin-
gle scattering albedo w and Henyey-Greenstein asymmetry
parameter Gg. The thermal opacity due to dust is a con-
stant factor C5 times the visual dust opacity; this factor is
also applied to ice clouds, if considered [a refinement would
be to use a separate factor for ice aerosols; the factor is a
strong function of particle size for both dust and ice Clancy
et al. [2003] ]. An option allows an extension of twilight
past the geometric terminator.

The current local visible-wavelength (solar) atmospheric
opacity of dust can vary with atmospheric pressure; the to-
tal (normal) “solar” opacity is 7, = 7o - P/ Py + 7;/C2 where
To is the unity air-mass visible dust opacity defined for sur-
face pressure Py, P is the current local surface pressure and
7; is the infrared ice-cloud opacity. 70 and 7; may vary with
season and latitude; KRC can ingest a climate model for
these two parameters as a function of season and latitude.
2.2.1. Delta-Eddington 2-stream

A Delta-Eddington model Shettle and Weinman [1970];
Joseph et al. [1976] is used for atmosphere scattering and
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fluxes (deding2.f); output parameters are normalized to
unit solar irradiance along the incident direction at the top
of atmosphere; so they must be multiplied by Sas, the solar
irradiance at the current heliocentric range, to get flux.
Scattering parameters used are the aerosol single scatter-
ing albedo w and the Henyey-Greenstein scattering asym-
metry parameter Joseph et al. [1976]; both are input con-
stants. The computed values include:
Planetary (atmosphere plus surface system) albedo:
BOND
Direct beam at the bottom, includes both collimated
and aureole: Fj = COLL
Diffuse irradiances: I; ;
2: 1 = isotropic, 2 = asymmetric
j: 1 = at top of atmosphere, 2 = at bottom of
atmosphere
The net diffuse flux is Fo = n[l1; & 215;] where + is
down, Fé; - is up, Fé . [Shettle and Weinman, 1970, eq. 8]

The total down-going solar flux at the bottom of the at-
mosphere is

St = Su (po Fyj + FL) (1)

where po = cosio, ip is the incidence angle onto a horizontal
plane and the diffuse component is Ft = 7 (T2 + 2125).

Solar heating of the atmosphere, by conservation of en-
ergy, is

Hy = Sy (Mo - Fé(O) -(1-4) [NO Fy+ Fé(TU)]) (2)

where A is the surface albedo.
2.2.2. Twilight

Twilight is allowed to account for a turbid atmosphere.
It is implemented as having the diffuse downward illumi-
nation depend upon an incidence angle scaled to go to 90°
when the Sun is TWILI=7 below the geometric horizon. L.e.,
the incidence angle input to the Delta-Eddington routine for
diffuse downward illumination is mio

Because of the twilight extension, a small negative energy
balance near twilight can remain. Physically, this is lateral
scattering and does not strictly fit a one-layer model. There
is no solar heating of the atmosphere during twilight.
2.2.3. Atmospheric IR radiation

The IR opacity is approximated as 7r = P/Py - (C1 +
Ca79) + 7; where C1 represents the opacity of the “clear”
(no dust or ice aerosols) atmosphere, primarily due to the
15um CO2 band, and C is the IR /visual opacity ratio for
dust(e.g., Martin [1986]).

To estimate the down-going radiation from a clear atmo-
sphere, a synthetic transmission spectrum of the Mars at-
mosphere with a nominal amount of water vapor (provided
by David Crisp, 700 Pa column) was multiplied by black-
body spectra for a range of temperatures to determine the
fraction of radiation blocked, see Figure 1. A coefficient of
C1 = 0.11 £ 0.004 covers the range from 187K to 293K; a
first-order correction for other surface pressures is to scale
this input parameter linearly with the chosen total pressure
Po.
The fractional thermal transmission of the atmosphere
at zenith is roughly e "®. The fractional absorption is
B=1.—e R,

The fractional transmission of planetary (thermal) radi-
ation in a hemisphere is:

/2
e Tt = / e/ %% cos B sin O df 3)
0

Numerical integration shows that the effective hemi-
spheric opacity is, within about 0.05 in the factor,

Te ~ [1.0 < (1.50307 — 0.121687 x In7r) < 2.0]7r ; (4)
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Te

this is used in the effective absorption B = 1. — e~
The hemispheric downward (and upward) emission from
a gray slab atmosphere is: Ry = o7, 43.; o is the Stephan-
Boltzmann constant. The IR heating of the atmosphere is:
Hp =eoTi(1.—e ™) —2Ry = of(eTs —2T2) (5)
where € is the surface emissivity.
2.2.4. Atmospheric temperature

The atmospheric temperature is assumed to follow radia-
tive energy conservation:

0, Hr+ Hv
ot CpM,

(6)

where M, = P/g is the mass of the atmosphere and C}, is
its specific heat at constant pressure.

Because the atmospheric temperature variation has sig-
nificant time lag relative to the surface (typically about 1/4
sol, as will be seen in Figures 5 and 6), KRC uses the surface
temperature from the prior time step (typically 1/384 of a
sol) to evaluate Hgr with little error [effect on T,:, average:
< 0.2K, amplitude: <0.5%, phase: < 1°].

If the computed atmospheric temperature at midnight
drops below the CO2 saturation temperature [“frost point”]
at one scale height above the local surface, it is bounded at
this value and the excess energy loss is converted to snow.
If there is frost on the ground, this snow mass is added
to the frost; otherwise it is ignored in the heat budget,
which strictly does not conserve energy. [Occurs near the
edge of North cap, typically for one season step. Maximum
rate about AM 0.5 kg/m? per sol, equivalent to AT, 2.5 K
change in atmosphere temperature.]

AM = ATucpyM,/L (1)

The nadir planetary brightness temperature is given by

oTp = eoTs(e”R) +oTa(l—e R)

— Tp = [e(1. - B)TE + 8T (8)

2.3. Geometry and Starting Conditions

2.3.1. Geometry

The diurnal variation of insolation onto the surface at the
bottom of the atmosphere is computed for the current sea-
son and latitude. The incidence angle from zenith onto the
horizontal plane (ig) or sloped surface (i2) [rising above an
extended plane] is computed by:

cosigo =N-H OR cosia = No - H 9)
Where N is the ellipsoid normal, N2 is the local sur-
face normal and H is the vector from Mars to the Sun.
For these vector operations, a coordinate system with Z
along the planet’s north spin axis and X in the meridian
of the virtual surface point (the meridian at the appro-
priate hour from midnight) is used. Slope is specified by
dip and down-slope azimuth (going eastward from north)
[Prior to June 2012 the relation cosiz = sindsin (6 + sy) —
cosdcos (6 + sn) cos (¢ + sg) was used, where ¢ is the solar
declination, 0 is latitude, ¢ is hour angle from midnight, sy
is the north component of surface slope,and sg is the east
component of surface slope.]

Direct (collimated) insolation is computed for the local
surface, which may be sloped in any direction and has inci-
dence angle i2;

Direct insolation is zero when either i or i» is > 90°. Dif-
fuse illumination is based on 4o, with the optional extension
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into twilight (see Section 2.2.2). For a sloped surface, the
solid angle of skylight is reduced and light reflected off the
regional surface (presumed Lambert and of the same albedo)
is added; the Delta-Eddington downward diffuse radiance is
multiplied by DIFAC = 1 —a+ aA, where a = (1 — cosiz) /2
is the fraction of the upper hemisphere obscured by ground.
For the bottom of conical depressions, a = sin® 5—s

where s is the slope up to the apparent horizon. See §2.5.2.

If a sloping surface (or pit) is used, the regional horizontal
surface (or pit wall) is assumed to be an IR source of solid
angle a27 at the same temperature, T; this becomes a poor
approximation for steep slopes.

The incident flux at the top of atmosphere is: I =
Swrcosig, where Sy = %, S, is the solar constant and
U is heliocentric range of Mars in Astronomical Units.
2.3.2. Starting conditions: Diurnal-average equilib-
rium

For the first season, the atmosphere temperature is set
based on the equilibrium for no net heating of the atmo-
sphere or surface, using the diurnal average of insolation
(see Eq. 2 and Eq. 5):

(Hv) + (Hr) =0 (10)

Surface radiation balance, from Eq. 13 for a flat surface
with no net sub-surface heat flow:

ea(T2) = (1. = A)(S{y) + eaBe(T2) (11)

Expansion of (Hgr) using Eq. 5 and a combination of Egs.

10 and 11, yields;

(Hy)/Be + (1 = A)(S(y)
0(2 - eﬁe)

For computational simplicity, the average top-of-atmosphere
insolation is used as an approximation for (Sét)); this slightly
over-estimates the temperature of the atmosphere at the
start of the first season. (7T%) is then derived using 11 to get
all layer starting temperatures for the first season, unless
starting temperatures are specified by the input parameters.

For the first season, input value TATM is used to get a scale
height for surface pressure calculations; thereafter, the diur-
nal average of T, for the prior season at the current latitude
is used. All atmosphere-related approximations are quickly
attenuated during spin-up.

(Ta) =

(12)

2.4. COg2 Frost condensation and Sublimation

The local frost condensation temperature TFNOW may be
either fixed at an input value TFROST, or derived from the
local surface partial pressure at the current season.

The relation between condensation/sublimation tempera-
ture and partial pressure is taken to follow an approximation
adequate for Martian surface conditions: In P, = a—b/T", in
CO2PT with a=27.9546, b=3182.48 K~! and P, in Pascal,
as given in James et al. [1992].

If frost is present, £ = W - At energy is used to modify
the amount of frost M (kg/m?), W is the net heating at the
surface defined in Eq. 13 and At the duration of an single
time step; AM = —F/L , where L is the latent heat of sub-
limation. The frost albedo may depend upon insolation, and
there may be an exponential attenuation of the underlying
ground albedo; see §2.4.1. Both frost albedo and AM are
computed at each time step. The amount of frost at each
latitude is carried (asymptotic prediction, see §3.2.7) to the
next season.

2.4.1. Effective Albedo
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A thick frost deposit can have a constant albedo, or be
linearly dependent upon the insolation as described by Paige
[1985]; Kieffer et al. [2000]. It should be noted that it is now
known that regions of the seasonal caps can have virtually
constant low albedo, Kieffer et al. [2000]; Titus et al. [2001].

As the seasonal frost thins (or thickens), the effective
albedo of the surface can continuously approach that of un-
derlying soil. A = A + (A; — Ap)e”M/Me where Ay is the
albedo of a thick frost, As is the albedo of the underlying
surface and M, is the frost required, kg m =2, for unity scat-
tering attenuation. This avoids an unrealistic discontinuity
in surface energy balance for a tiny amount of frost.

2.4.2. Global and local pressure

The total amount of atmosphere is set by the annual mean
surface pressure at the reference elevation, Py, input as PTO-
TAL.

The current global pressure P, =PZREF, can be any of the
following: based on the setting of KPREF:

0) constant at Py

1) Py times the normalized Viking Lander pressure
curve computed in VLPRES and based on the average of
the three seasonal curves in Tillman et al. [1993].

2) Based on depletion of atmospheric CO2 by growth
of frost caps; Pop minus the total frost mass at the end of
the prior season. In this case, the input value PTOTAL is
not the annual-average pressure at zero elevation but the
global average of the atmosphere plus cap system. This op-
tion requires that a reasonable number of polar latitudes
be included; KRC allows this option only if the number of
latitudes NLAT> 8.

The initial partial pressure of COs at zero elevation
is P.o = Py - (l.—non-condensing fraction) =PC02M. The
current CO2 partial pressure at zero elevation is P, =
P.o + (Pg — P()) =PC02G.

Both the current local total pressure and COs par-
tial pressure scale with surface elevation and scale height:
P x e *™. The scale height is: H = T,R/Myg; where
Te is the mean atmospheric temperature over the prior day
(or season), R is the universal gas constant, M is the mean
molecular weight of the atmosphere (43.46), and g is the
Martian gravity.

Local current dust opacity scales with local total pressure:
T = 70 - P/ Py under the assumption that dust is well-mixed
in the atmosphere. The atmospheric saturation tempera-
ture is evaluated at one scale height above the local surface;
if T, would fall below this value, condensation is assumed
to take place to provide the energy required to prevent this,
and the snow is added to the surface frost budget.

2.5. Boundary conditions

2.5.1. Level Surface
The surface condition for a frost-free level surface is :

or

— QeoT"
0% (2=0) «

W =(1.— A)S(;y) + QeRy + k (13)

where W is the heat flow into the surface, A is the current
surface albedo, Sft) is the total solar radiation onto the sur-
face as in Eq. 1, Ry is the down-welling thermal radiation
(assumed isotropic), T is the kinetic temperature of the sur-
face, k is the thermal conductivity of the top layer. €2 is the
visible fraction of the sky, € is the surface emissivity and o
the Stefan-Boltzmann constant. In the absence of frost, the
boundary condition is satisfied when W = 0. Most constant
terms are precomputed, see Table 1.

When frost is present, the values in Eq. 13 are replaced
with ep, Ar, and Tr, where subscript F' indicates the frost
values, and no iteration is done; leaving W as a non-zero
quantity to change the mass of frost on the ground as dis-
cussed in §2.4.

2.5.2. Slopes and Conical Depressions
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A single 1-dimensional thermal model has a modest abil-
ity to account for non-flat geometry. The solar and thermal
radiation fields are modified for a planar sloped surface or
for the bottom of a circular depression (here termed a “pit”,
although the geometry applies to any scale). The collimated
incident beam is treated rigorously, intensities of the diffuse
solar and thermal fields are modified by the fraction of sky
visible, and the average reflectance and emittance of the sur-
rounding surface (absent in the level case) are approximated
as: the brightness of level terrain with the same albedo, and
material having the same temperature as the target surface,
respectively; this last approximation accentuates the diurnal
surface temperature variation with increasing slope. Then

St = Sum [Fjcosia + QF} + 0 A(G1F| + QF})]  (14)

F) is the collimated beam in the Delta-Eddington model
and Fé is the down-going diffuse beam. € = 1 — « here
and in Eq. 13. G is the fraction of the visible surrounding
surface which is illuminated. Within the brackets in Eq. 14,

the first term is the direct collimated beam, DIRECT

the second is the diffuse skylight directly onto the tar-
get surface, DIFFUSE

the third term is light that has scattered once off the
surrounding surface, BOUNCE

For a sloped surface, GG; is taken as unity. As a first ap-
proximation, for depressions G1 = (90—:)/s < 1) where s is
the slope to the lip of the depression (the apparent horizon).
For the flat-bottom of a depression, i2 = i9 when the sun is
above this slope, and cosiz = 0 when below.

2.5.3. Physical properties, layering of materials and
sub-surface scaling

For a homogeneous, semi-infinite material with temperature-

independent properties under a periodic insolation of angu-
lar frequency w, the amplitude of the surface temperature
variation is proportional to 1/y/w - 1/y/kpC [Carslaw and
Jaeger, 1959, §2.6]; k is the thermal conductivity [W/(K
m)], p is the density [kg/m?®] and C the volume specific heat
[J/(kg K)]. vEpC is called the thermal inertia I of a material
and has units [Jm~2s~"/2K~!]. The variation is attenuated

into the material as e~ */P where D = A /g . p% is the skin

depth and P = 27/w is the diurnal period in seconds. The
thermal diffusivity is k = p%.

All physical properties are specified by parameters in the
input file. Nominal planetary parameters for Mars are the
mean solar day, 1.0275 days, and the surface gravity, 3.727 m
s2. Properties of the upper-layer material are specified by
the thermal inertia, density and specific heat; these in turn
set the conductivity (unless temperature-dependent prop-
erties are) used. Beginning with layer IC, all lower layers
can have their conductivity, density and specific heat reset
to COND2, DENS2, and SPHT?2 respectively. If LOCAL is
set true, then the physical thickness of these layers scales
with the local thermal diffusivity; otherwise, the geomet-
ric increase of physical layer thickness continues downward
unaltered.
2.5.4. Base of model

Normally, the base of the model is treated as insulating.
However, there are also options for it to be held at a fixed
temperature, which is useful to model subsurface H2O ice.

2.6. Relation of thermal inertia to particle size

The relation of I to particle diameter is based on
laboratory measurements of thermal conductivity: k& =
(01P0‘6> d=0-1InP/e2) - Presiey and Christensen  [1997];
where ¢1 ~ 0.0015 and ¢» ~ 8.1 x 10* Torr [1.08E7 Pa]
are constants. The relation for typical Martian conditions
is shown in Figure 2. Also shown in that figure is a his-
togram of the thermal inertia determined from TES global
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map data, Putzig and Mellon [2007], although that map
used a different thermal model. The I source data are
available at http://lasp.colorado.edu/inertia/2007/ ; these
data were weighted by area. Most areas are in I range of
100:500 J m72571/2K71; values above about 200 are increas-
ingly affected by a rock population or real bedrock, which
has I ~ 2000 Jm~2s~ /2K 1.

3. Numerical Methods
3.1. Basic Method

KRC uses layers that increase geometrically in thickness
B; by a factor RLAY [this parameter can be set to 1.0 to ob-
tain uniform layer thickness]. In order to simplify the inner-
most code loops, KRC places the physical radiating surface
between the first and second model layers. The layer index
i, increases downward. Below, subscript +(-) is shorthand
for i + (—)1; i+.5 is the lower boundary of the layer.

Basic differential equation of heat diffusion is :

or_ 10 oy
ot pc Oz 0z

where t = time, T" = temperature and z is the vertical co-
ordinate..

The term in brackets is assumed to be zero within each
layer, as is strictly the case for temperature-independent
conductivity; the approximation for temperature-dependent
k is discussed in §3.2.1.

Expressed for numerical calculations:

k 9T [1 akaT](15)

pc 922 | pcdz 9z

AT, _ Hixs—Hios (16)

At BlplC,

where B; = is the layer thickness and H = heat flow at
the boundary.

TAhTe heat flow at interface between two layers is: H =
_LAT

Az

T _Tiki or T' Ti:_HH».SBi

Hi 5= —731_/2 — %,

(17)

where T” is the temperature at the interface.

Hii 5Bit1

Similarly Tj41 —T' = —
mmilarly +1 2]{:1'+1

H; B, B
Thus Ty — T) = ——2 (22 4 it
ki ki+1

2
)

B;

%

or Hits=-— Bit1
kit1
T—-T_
Similarly H_5 = —2—————
B B_
T

For uniform layer thickness in uniform material, the stan-
dard form of explicit forward difference is

ATZ‘ K

(18)

3.2. Finite difference scheme for exponential layer
thickness

For variable layer thickness: Eq.18 becomes

AT, 2 |Ty-T. T, -T ] 19)
" B.o,(C. | B, L, Bx B , B_
At’L B’Lp’LC’L k—l + ﬁ k—l + i
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For KRC, formulate this as
AT, = Fy, [Ty + F>,T; + F3,T-] (20)

KRC defines intermediate constants for each layer:

2A¢t; 1 2At; ki
Fi, = . = . 21
YT BipiCi By By 7 piCiB} 14 Bt ki 1)
i + B; ki
and
By k;
F (Bz B+) 1 (22)
3i m "B, , B_ — B_ &,
ki ko) T4 1+ Ean
and
Fs, :_(1+F3i) (23)

Then the inner-most loop, one time-step for one layer, is

Eq. 20 followed by
T, =T; + AT; (24)

The input parameter FLAY specifies the thickness of the
top “virtual” layer in units of the diurnal skin-depth SCALE,
so that the scaled thickness of the uppermost layer in the
soil is FLAY*RLAY, and the physical depth of its center in
meters is 0.5*FLAY*RLAY*SCALE. Normally, (LP2 set true)
a table of layer thickness, depth, (both scaled and in me-
ters), overlying mass, and numerical convergence factor is
printed at the start of a run.

3.2.1. Extension to temperature-dependent proper-
ties

The thermal conductivity of many geologic materials de-
creases with temperature over all Martian surface tempera-
tures; exceptions are very basic materials (Anorthosite, Ob-
sidian, gabbro) and glasses and fused silica, all of which
have k that is relatively low and can increase with temper-
ature (survey of Birch and Clark [1940]; Horai and Sim-
mons [1970]; Zoth and Haenel [1988]; Cahill et al. [1992];
Sass et al. [1992]; Clauser and Huenges [1995]; Petrunin
and Popov [1995]; Seipold and Huenges [1998]; Vosteen and
Schellschmidt [2003]). Published analytic fits to measure-
ments of bulk materials commonly are in the form k =
1/(a+bT') or some algebraic equivalent Horai and Simmons
[1969]; Sass et al. [1984]; Zoth and Haenel [1988]; Clauser
and Huenges [1995]; Vosteen and Schellschmidt [2003].

The surface of much of Mars and many bodies without an
atmosphere is a particulate material whose grains are com-
posed of minerals and glasses. The effective conductivity of
these particulates is strongly dependent upon the particle
size and increases strongly with gas pressure over a range
where the mean-free-path transitions from larger to smaller
than the particle (or void) size Wechsler and Glaser [1965];
Presley and Christensen [1997]; Piqueuz and Christensen
[2009a].

Because some Martian surface conditions have such low
pressure that the gas mean free path can exceed the par-
ticle size (e.g., m.f.p > 50 pym in soil mid-day at top of
Olympus Mons), and because it is desirable for KRC to be
able to address vacuum conditions, a form including 7% is
advantageous to treat radiative transfer.

Specific heat increases with temperature for geologic ma-
terials and Martian conditions. Theoretical models range
from the classic model of Debye Debye [1912] or [Kittel,
1976, p.136] to the comprehensive formulation of S.W. Ki-
effer Kieffer [1979]. There are several few-term empirical
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relations | e.g. %ﬁ’ (Tlc)ﬁ , polynomial in T;CT“ Ledlow

et al. [1992], ¢1 — cz/\/T — 3T 72 + e,T2 where all coeffi-
cients are positive Berman and Brown [1985], and others in
Waples and Waples [2004]. However, it was found that over
the full range of Martian temperatures a cubic polynomial
would fit geologic materials with error < 1%.

An informal description of a literature search on ther-
mal properties and the development of code to generate the
cubic-polynomial coefficients is contained in Kieffer [2010].
A separate study of the theoretical variation of the effec-
tive thermal conductivity of particulate materials as a func-
tion of grain-size, cementing and temperature, inspired by
the early versions of the numerical modeling of Piqueux and
Christensen [2009a, b] was done Kieffer [2009]. Both of
these are available at the KRC website.

The addition of temperature-dependent properties is a
significant variation to the constant-conductivity version as
these properties must be evaluated at each layer and time-
step. The layer setup described in the prior section remains
based on the values of the physical properties at a reference
temperature, chosen to be 220 K, which is the approximate
midpoint of the full range of surface temperatures on Mars.

KRC use the logical flag KOFT to enable temperature-
dependence of both conductivity and specific heat, and both
are implemented as third-degree polynomials, which mini-
mizes the complexity of the code; any of the first, second or
third degree terms can be left as zero. To minimize round-off
problems, the polynomials uses a scaled independent vari-
able T = (T —Tozf)Trmu = (T —220.)%0.01 . Because KRC
allows two materials, the combination of k(7 and C(r) re-
quires a total of 16 coefficients [Implemented 2010 Feb]. If
KOFT is set false, these coefficients are ignored, the equations
of §3.2 are implemented and KRC executes about twice as
fast.

Because conductivities and layer thicknesses appear
largely as ratios, KRC calculates these as infrequently as
possible. With temperature-dependence enabled, KRC com-
putes once per model:

Fe, = QAti/ (piBiQ)

and FBi, :B_g_/BZ

. Then, for each time step and for each layer compute
T/ = (T;—XO0FF) *XMUL, then

ki = ((c3T' + )T + )T + o

and similarly C; with its coefficients. If two materials are
involved, the coefficients for the second material are used for
the layers below the material contact.

KRC computes once per time step: Fi, = kicr)/k1(m)
Then Eqgs. 21 and 22 become

kicry/Cr)
., =Fs - —F— 2
1, 1+ Fg, Py, (25)
and
1+ Fp, Fy,
s, + I, by, (26)

- 1+ 1/ (FkiFB_) ’

Eq. 23 remains the same, but must be evaluated for every
layer and time-step.

The approximation associated with ignoring the term in
brackets in Eq. 15 was estimated by running comparative
models in which only the layer thickness and number of layer
was changed, keeping the depth to the center of the bottom
layer identical; these runs indicate that the difference in 7T
between T-independent and T-dependent conductivity cases
appears to have error < 5% for realistic materials and con-
ditions.
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3.2.2. Solving the upper boundary condition
When there is no surface frost, the net energy into the
upper boundary must be zero. From Eq. 13, find

ow

o7 = ~k/Xe - 4QeoT? (27)
where X5 is the depth to the center of the first soil layer.
Note that this includes the normal finite-difference assump-
tion that the temperature gradient in top half of layer 2 is
linear. If considering temperature-dependent thermal con-
ductivity, then k is approximated as that of the top material
layer at the end of the prior time-step.

The surface kinetic temperature for a balanced boundary
condition, Eq. 13, is iterated with Newton convergence until
the change in T, § = %, is < GGT

If | 6 | /T > 0.8, it is assumed that the model has gone
unstable and it is terminated.

if | §| /T > 0.1, then 0 is reduced by 70% before the
next iteration to improve stability

If frost is present, the unbalanced energy W is applied to
condensation or sublimation.

After determining the surface temperature, the virtual

layer (¢ = 1) temperature is set to yield the proper heat
flow between the surface and the top physical layer (i = 2);
K1 K2
Ts — T = (T — Ts
( 1)81/2 (T2 )32/2
— T, =T — (1 + 1/RLAY) (TQ — TS) (28)

where the diffusivity of the virtual layer is treated as iden-
tical to that of the top physical layer.
3.2.3. Stability and time doubling

The convergence stability criterion is (AA‘T%Q/@ < 1, equiv-
alent to B> > 2Atk. A convergence safety factor is defined
as B;/v2At; - k;. The code was found to be numerically
unstable if this factor is less than about 0.8. The routine
will stop with an error message if the safety factor is any-
where less than one. As the layer thickness increases with
depth, the routine will repeatedly double the time interval
for deeper layers if all the following conditions are met:

The safety factor is larger than 2

The layer is at least the 3rd down

The remaining time intervals are divisible by 2

No more than MAXBOT time doublings will be done

To handle potential large jumps in diffusivity that are
allowed between two materials, an initial calculation of the
safety factor for the upper layer of the lower material is made
without time-doubling. If this does not meet the input con-
vergence factor CONVF, then the thickness of this and all
lower layers is increased to be stable with this safety factor.
If the thickness of this key layer is overly conservative, then
the number of allowed time-doubling in the upper materials
is set accordingly.

The numerous input parameters that control the time-
depth grid and convergence are based upon extensive testing
done during the code development.

3.2.4. Starting conditions

For the first season, the model starts at 18 Hours with the
surface temperature normally set to the equilibrium surface
temperature of a perfect conductor as calculated in Eq. 11.
The bottom temperature is also normally set to this value.
The input parameter IB allows the option of setting the ini-
tial bottom temperature to TDEEP or also the surface tem-
perature to this value; the latter case is useful for studying
details of the disappearance of seasonal frost.

Once the top and bottom temperatures are set, all inter-
mediate layer temperatures are set by linear interpolation
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with depth. The initial atmosphere temperature is always
set to the equilibrium values using Eq. 12.
3.2.5. Jump perturbations

In order to make model “spin-up” more efficient, the bot-
tom layers can be “jumped” so that their average tempera-
ture is the same as the surface average, the condition for no
net heat flow with temperature-independent thermal con-
ductivity. A logical flag LRESET is normally false. It is set
True on day NRSET or later of the first season if the lower
boundary is adiabatic, but never on the last day of calcu-
lation in a season or if the lower boundary temperature is
fixed.

On a day when LRESET is true, the summation for aver-
age layer temperatures, (T}), is restarted. At the end of that
day, all layer temperatures are offset by (Ts) — (T;) so as to
yield no net heat flow.

To help in situations where both diurnal and seasonal
temperatures are being addressed, there is an option to in-
stead perturb temperatures based on a linear plus fractional
quadratic function of depth between the diurnal average sur-
face and diurnal average bottom temperatures: if DRSET is
not zero, then the layer temperature offsets are:

AT; = ((Ts) — (Tn)) (z + DRSET - (1 — z))

where © = z;/z, and , is the bottom layer: some experi-
mentation can help in selecting an effective value of DRSET
3.2.6. Convergence criteria and parameters

At each time step, if there is not frost, the surface bound-
ary equation is iterated until the change in surface temper-
ature is less than GGT.

The test for continuing full computations each day into
a season is based upon Ar, defined as the RMS change of
layer temperatures at midnight, including the virtual layer,
from midnight the prior day; this is stored at the end of each
day in DTMJ.

The test for making the next day the last is: either the
temperature change over the last two days is nearly con-
stant, or the temperature change is small; i.e.:

A,

T,j—1

|1— |< DDT or Ar < DTMAX

where A ;_; is forced to be at least 1076 . Normally, DDT
= 0.002, GGT = 0.1 K and DTMAX = 0.1 K.

After computation of the last day, there is a final check
to confirm that convergence has continued: the temperature
change has decreased or it is still small; i.e.:

AT S AT,jfl or AT S DTMAX

If these tests fail, and there are days left in the season,
then daily calculations are resumed.
3.2.7. Prediction to next season

Calculations run from midnight to midnight. When
convergence has been reached, commonly in fewer days
than separate seasons, the results at the last 3 midnights,
Y1, Y2, Y3, are used to forecast asymptotically the model re-
sult at the end of the season, y = by + b1r® where z is the
number of sols remaining in the season. Normally, this will
use a fit over the last 3 midnights; for convenience reformu-
lated as

y=1ys+ci (1. —Tx) (29)

where r = ﬁ is the ratio of the last two changes, and
c = % If the fit is not asymptotic (e.g., if r > 1), or
if the forecast distance (from the last computed midnight)
is less than 0.9 sols, the routine will do a linear prediction
using the most recent two points. In addition, lower and
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upper limits can be specified, e.g., to keep a temperature
from falling below a frost point.

3.3. Effect of spin-up time,
conditions

depth and bottom

Common challenges for large numerical models are ini-
tialization and specification of boundary conditions. This
section is meant to provide an introduction to this issue,
a few specific examples, and to increase awareness of what
should be stated in describing a KRC model run.

The default atmosphere has a time constant of a few sols,
so that its initial state has little effect on model conditions
for runs a modest factor longer than this; e.g., the default
OnePoint mode has a 15 sol effective spin-up . Generally,
specification of bottom conditions has the largest effect on
surface temperature.

KRC has three lower boundary condition options; the
first is the default.

IB=0 All layers start at the equilibrium temperature for
the starting season. The boundary is insulating and after a
few sols all layers are ”jumped” to have the same average as
the surface.

IB=1 The top layer starts at the equilibrium temperature
and the bottom at TDEEP, intermediate layer temperatures
are linear with depth. The bottom boundary is insulating
and no jump is done.

IB=2 All layers start at TDEEP and the lower boundary
is held at this value. This is useful for spring frost recession
details. The effect on T compared to setting IB=1 dimin-
ishes with a time-constant of the model total thickness.

Effects on T related to bottom conditions generally are
largest predawn, when insolation has the least influence. An
example is shown in Figure 3, which illustrates the difference
in T of a 3 year spin-up relative to the OnePoint mode; both
models run with IB=0; the differences at dawn are about
twice the amount at midday.

For three latitudes (VL-1, equator and 25 S) at L, =100°,
short and long spin-up time were tried; 20 sols and Si Mars
years, with three sets of lower boundary conditions and 10,
13, 16, 19 and 29 layers, corresponding to total model thick-
nesses of 4.5, 8.5, 15.6, 27.7 and 177 diurnal skin-depths;
the last two correspond to 1.1 and 6.8 annual skin-depths.
TDEEP was set to 180 K, intentionally about 20 K below
the annual average of Ts; with this large initial offset there is
some residual effect for deep models with IB=2 even after 4
years. The seasonal excursions of T at 25 S, with an zenith
noon Sun near perihelion, are about triple those at VL-1.
The diurnal results are shown in Figure 4.

In these examples, the effect of deep-layer memory on T
near midday and in the atmosphere at all hours is less than
at pre-dawn, both by roughly a factor of 0.6.

If realization of annual effects is desired, a reasonable
choice is IB=0, with a total thickness of about 25 diurnal
skin-depths (1 annual skin-depth), starting near an equinox,
and a spin-up of about 2 years.

3.4. Comparison to other thermal models

All planetary thermal models involve some approxima-
tions and assumptions. A comparison between their results
provides an estimate of these approximations. All models
discussed here produce surface kinetic temperature. KRC
and the Mellon model Mellon et al. [2000] are designed
for use with remote IR observations and routinely produce
net up-going radiation at the top of the atmosphere. The
Vasavada model Vasavada et al. [1999] is designed to define
the surface environment and the Ames model Haberle et al.
[1993] is a full Global Circulation Model (GCM). Time shifts
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of up to 1/2 hour may result from precisely how the various
models generate the comparison products.

Surface temperatures Ts of the Vasavada and Mellon
models agree closely with KRC; the AMES GCM T is gen-
erally cooler due to a deep subsurface starting at below the
annual average temperature that would require many model
years to reach equilibrium.

Mellon models provide perhaps the best indication of dif-
ference in T results between one-layer and multi-layer at-
mosphere; Mellon T is generally a few K cooler than KRC
during the day and about 7K cooler predawn.

The down-going thermal radiation has smaller diurnal
variation in KRC than in more detailed atmosphere models;
this IR radiation is generally about an order of magnitude
smaller than the insolation (note factor of 10 in auxiliary
axis scales for Figures 5 and 6).

KRC atmosphere temperatures have similar phase and
somewhat larger diurnal amplitude as the mass-weighted
product of the Ames GCM. The phase and amplitude of
down-going IR flux are also similar, but fluxes are consid-
erably larger in KRC unless a lower infrared/visual opacity
ratio is used. More detailed discussion is in the following
sub-sections.

3.4.1. Comparison to Ames GCM

As a check on atmosphere temperatures and down-going
radiance, a specific test case was chosen for comparison of
the KRC one-layer atmosphere with the multi-layer radia-
tive, conductive and convective-coupled atmosphere of a full
Global Circulation Model (GCM), Haberle et al. [1993]; the
Viking-1 landing site, Latitude 22° N, elevation -3.1 km,
L, =100°, 7, = 0.3, visible/IR opacity ratio 1.0, surface
pressure of 7 millibar, bolometric albedo of 0.25, thermal in-
ertia 270 J m72sfl/2K71, soil density 1600 kg/m37 soil spe-
cific heat 630 J/kg, model depth 40 m. This special GCM
run inhibited lateral atmospheric dynamics and output a
mass-weighted atmosphere temperature; it started with an
isothermal profile at 180K and was “spun up” for 20 sols
before the output date (data kindly provided by Robert
Haberle).

The resulting temperatures and fluxes are shown in Fig-
ure 5, along with those for three KRC runs. The KRC base
model used the parameters shown in Dataset 8, apart from
the values listed above, use of 29 layers, and having the bot-
tom at 8 m held at 180 K to approximate the effect of the
deeper GCM sub-surface; the diurnal skin-depth is 45 mm

The KRC and GCM atmospheric temperatures have sim-
ilar mean, variation, and phase, with minima near 8H and
maxima near 17H; however, the KRC down-going infrared
radiance lags the GCM slightly, as expected because the
GCM near-surface atmospheric layers dominate the down-
going flux and they track the surface temperature more
closely than the KRC one-layer atmosphere.

The KRC atmosphere down-going infrared radiances are
similar in diurnal behavior but larger than the GCM; use
of the KRC default value of 0.5 for IR /visible opacity ratio
results in values closer to the GCM, with modest changes in
Ts and T, (lower set of curves in Figure 5) .

The GCM surface temperatures are lower than base KRC
model by 5-9 K, due in part to initializing all layers at a
temperature about 40K below the surface average. A KRC
model with realistic deep temperatures has Ts and T, a few
K higher and 5% higher IR flux (upper set of curves in Fig-
ure 5).

3.4.2. Comparison to Vasavada model

Ashwin Vasavada has developed a model used at the Jet
Propulsion Laboratory (JPL) for Martian surface environ-
ments. It incorporates temperature-dependent heat capac-
ity and has the ability to model sloped surfaces. The sub-
surface portion is based on Vasavada et al. [1999] and the at-
mosphere interaction is based on a one-dimensional version
of the radiative transfer and boundary layer physics from
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the Geophysical Fluid Dynamics Laboratory (GFDL) Mars
GCM, circa 2004 Wilson and Hamilton [1996]; Richardson
et al. [2002]; Basu et al. [2004] and includes basic CO2 con-
densation. There is no geothermal heat flux.

Vasavada provided his results for Holden Crater, a candi-
date landing site. A=0.13, =350 (near 200K), the thermal
emissivity is 0.98. The model assumes a constant 10 m/s
wind for the boundary layer. After a few years of spin-
up and equilibration, the model output values at 15 min
time-steps for a Martian year. Surface kinetic temperature,
down-going solar and down-going thermal radiation at one-
hour intervals were supplied. Comparisons are shown for
two seasons in Figure 6; T and solar flux compare closely.
The Vasavada down-going thermal radiation is greater and
has greater amplitude than KRC, the phase relation to KRC
is similar to that for the Ames GCM
3.4.3. Comparison to Mellon model

For TES standard processing, Mellon models were gener-
ated at 8 sol intervals and 5° latitude spacing for 10 ther-
mal inertia’s spaced logarithmically; for 3 sets of albedo, 3
sets of dust opacity, and 3 sets of average surface pressure.
Mellon uses a multi-layer radiative-convective atmosphere
Mellon et al. [2000] and his model takes about two orders
of magnitude longer to run than KRC (M.T. Mellon, per-
sonal communication, 2011). KRC models were generated
on the same grid; the same values were used for all physi-
cal parameters identified in the Mellon model file headers.
Mellon models were spun-up for two years before the out-
put year Mellon et al. [2000] and KRC for 3 years before
the output year. The diurnal surface temperature curves
for three thermal inertias and three latitudes are shown in
Figure 7. KRC T is a few degrees warmer, the greatest at
night and for low thermal inertia. A seasonal comparison of
Ty is shown in Figure 8; the models track each other closely
except for the lowest thermal inertia at 30S near Ls=90°,
when CO2 frost forms at night in only the Mellon model. T
for the two models are even closer, and this is the value nor-
mally compared to remotely observed temperatures. Mellon
T, are generally slightly higher than KRC at midday and 0
to 4 K cooler predawn. Differences are largest for the low-
est thermal inertia and have smooth variation with season
unless CO» frost forms.

4. Effect of T-dependent properties

Temperature-dependent properties have been considered
as contributing to some of the "anomalous” thermal behav-
ior observed on Mars, but not quantified Ditteon [1982].
Here, the effect of T-dependent properties on Mars surface
temperature is assessed using realistic properties; the effect
was found to be at most a few K. Although it can be as-
sessed in detail with KRC, this complication may rarely be
needed.

A test of the temperature-dependent code is to invoke it
when the properties have no temperature dependence. The
effect on T was measured for latitudes 0 and 40S (which has
large seasonal variation) over 40 seasons after a 3-year spin-
up. For a homogeneous model the mean absolute difference
was less than 0.3 milli-Kelvin, for two-materials (IC=7, 1.6
diurnal skin-depths, 3.5 cm), 0.03 milli-Kelvin.

The effect of temperature-dependent materials on surface
kinetic temperature was assessed for homogeneous and two-
material cases. The base case has A=0.25, k =0.013 W m ™!
K™, p =1600 kgm 3 , and C =630 Jkg™* K~! yielding
1=114.5 Jm~?s~/?K~!, the lower material has k =2.7868,
p =928, and C' =1710.65 yielding 1=2103.3 .

For the homogeneous case, and the upper material in the
layered case, the conductivity is that of sediments in Vos-
teen and Schellschmidt [2003] and the specific heat the chlo-
rite of Bertoldi et al. [2007]; both scaled slightly to exactly
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match the above values at T=220K. These materials have
relatively large T-dependence. The lower material is pure
H2O ice Th with T-dependent conductivity and specific heat
Hobbs [1974]

For latitude 0, the diurnal behavior is similar all year;
the season-averaged results are shown in Figure 9 for
temperature-dependent k and c¢ individually and together.
The effects of k, which generally decreases with tempera-
ture, and ¢, which increases with temperature, somewhat
offset each other. The results with a lower layer of ice start-
ing at 1.6 diurnal skin-depths (closer to the surface than
generally expected for Mars) are little different from the ho-
mogeneous case.

5. KRC architecture and use

KRC is structured so that the main program calls rou-
tines to handle the input and setup the output style; it calls
a hierarchy of routines to do the calculations for each sea-
son, each latitude, and each day (until convergence). This
architecture is described in Dataset 1. An index of routines
is in Dataset 2 and the code is contained in Datasets 3, 4
and 5.

All the KRC runs for this paper were compiled with the
GNU compiler 4.1.2 under a Linux operating system (Cen-
tOS 5.4) with 64-bit hardware; a makefile for this system is
in Dataset 6. A users guide is available in the Dataset 7.

For normal runs, the user will be prompted for the name
of the input file and the name of a print file. All actions are
controlled by the input file. Users unfamiliar with KRC or
similar models are encouraged to run comparative models
with different layer and time-step sizes, spin-up times and
different convergence parameters to obtain an estimate of
numerical accuracy.

5.1. Setting the starting date

To run KRC with unrecorded “spin-up” seasons:
Choose the Ls of the first output season
Convert that to a full Julian date
Subtract the number of spin-up seasons times the delta-
days between seasons
i,e, -(JDISK-1)*DELJUL
Subtract 2440000; use this as the starting date DJUL

5.2. Input parameters

The normal print files list for each case all the current
changes, then the resulting full set of parameters (excepting
the orbital matrix) and the set of latitudes and elevations.
Its format is similar to the input file, shown in Dataset 8.

5.3. Sample layer table

Normally (LP2 true) a layer table is printed at the begin-
ning of each case. This lists the layer thickness and center-
depth in both meters and diurnal skin-depth. It also in-
cludes the column mass above the center of each layer and
the safety factor beyond classical numerical stability. If sea-
sonal memory is not required, then a scaled center depth
of order five is adequate. Mars annual skin-depth is 25.85
times the diurnal skin-depth; if the effect of seasonal mem-
ory is desired, then the bottom depth should exceed this.
An example is shown in Dataset 9.

5.4. Print output

A record of changes and optional notification of season
progress appears on the monitor. A separate print file, de-
fault name krc.prt, is generated for which there are many
options, described in the help-list; Dataset 7 . Voluminous
output is possible; it is best to start with the defaults in
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the sample input file, Dataset 8, then experiment with the
options for small cases.

5.5. Linked Runs

KRC has the ability to continue from the vertical tem-
perature profile at the end of a prior case, as long as the
physical distribution of the layers is not changed. It can
also start with the conditions at any season in a prior run
stored with K40UT=-1. These can be useful for [at least] two
purposes:

e By continuing from memory and incrementing the total
number of seasons, it is possible to continuously change pa-
rameters in addition to the atmospheric opacity and surface
albedo (for which seasonal tables may be specified).

e Details related to seasonal frost appearance/disappearance.

A run-up of a few years with about 40 seasons per year can
be used to establish a frost budget and deep temperature
profile. Then, the season interval can be set to 1 sol, and
events followed in detail.

5.6. One-point version: An alternate input

To support some detailed THEMIS studies, an interface
to the KRC system was built that computes the temperature
for a single condition. T'wo input files are involved:

e A “master” file specifying all general parameters for a
single case. The last line processed must contain the name
of the “point” file.

e A “point” file containing formatted lines that each spec-
ify the time and conditions at one point; any number of lines
are allowed. These values will override those for correspond-
ing items from the master file

The underlying model is the full version of KRC and each
point is run as an independent case, so the order of input
points is arbitrary.

The default OnePoint master file, shown in Dataset 10,
has parameters similar to the KRC defaults (Dataset 8).
It specifies one latitude and a layer extending to about 5
diurnal skin depths, so there is virtually no seasonal mem-
ory. Thus, it does not treat the seasonal frost properly, and
results near the edge of the polar cap are likely to be un-
reliable. It sets the KRC system into a reasonable mode
for one-point calculations with a spin-up of 15 sols. Many
parameters in this file could be safely modified. The values
for starting date, latitude, elevation, albedo, thermal iner-
tia, dust opacity, slope and azimuth are over-ridden by the
values in the OnePoint file.

The fields in the OnePoint input are:

Ls Ls season, in degrees

Lat Aerographic latitude in degrees

Hour  Local time, in 1/24’ths of a Martian Day
Elev Surface elevation (relative to the aeroid), Km
Alb Bolometric Albedo, dimensionless

Inerti  Thermal Inertia, in SI units

Opac  Atmospheric dust opacity in the visible

Slop Regional slope, in degrees from horizontal
Azim  Azimuth of the down-slope direction,

Degrees East of North.
The two additional columns in the output file are:
TkSur Surface kinetic temperature

TbPla Planetary bolometric brightness temperature
Execution time is about 3.5 millisec per point.

6. Examples of use
6.1. Annual average surface temperature

A variety of small-scale morphological features on Mars
are similar to terrestrial features whose formation involves
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flow of liquids. These features are geologically young and
some are active Malin and Edgett [2000]; Reiss et al. [2004];
Malin et al. [2006]; Balme et al. [2006]; Mangold et al.
[2010]. While some explanations propose dry flow for angle-
of-repose slopes, other explanations for both angle of repose
and lower slopes invoke obliquity variations, freezing-point
suppression for brines, confinement or protection by snow
and ice, local slope orientation and shelter; all these are
strongly dependent upon the subsurface temperature.

Average annual surface temperature is a strong constraint
on subsurface temperature. Typical Martian dry surface
conditions have I ~ 200 Jm~2s™Y/2K~! | p ~ 1000 kgm 3,
C ~ 603 Jkg7'K™! | yielding £ = 0.063 Wm'K™*'; for
regolith k ~ 1.5; for HoO ice near 170K, k = 3.4. Esti-
mates of Mars geothermal heat flow range from 8 mW /m?
at the North polar cap (NPC) [Phillips et al., 2008, Sup-
porting Online Material, section 3] through an upper limit
of 19 mW/m? under the NPC Ruiz et al. [2010] to a global
value ~ 30 mW/m? Zuber et al. [2000]. For the highest of
these heat-flow estimates, the geothermal gradients corre-
sponding to the above three materials would be roughly 0.5,
0.02 and 0.01 K/m respectively. Thus, for a conservative
case of 1 m of I = 200 material underlain by regolith, the
mean sub-surface temperature would be no more than 1 K
above the surface annual mean to a depth of at least 26m.

An example of the use of KRC is to compute the
mean annual soil temperature Ts at MGS-TES reso-
lution of about 3 km. Maps of thermal inertia and
albedo with 1/20° resolution were derived from maps
described in Putzig and Mellon [2007] and available at
http://lasp.colorado.edu/inertia/2007/ . The square-root
of the product of day and night thermal inertias was
used; day-night differences rise steeply within 12° of the
south pole and 17° of the north pole suggesting that
they are not quantitatively reliable. For albedo, the av-
erage of Mars Year 24, 25 and 26 was used, avoiding the
sections of years 24 and 26 that were duplicates of year
25. For both I and A, data are null within 3° of the
pole, 0.14% of the surface area. Elevation at 1/20° res-
olution was obtained by rigorous resolution change (every
input pixel used exactly once in total) from the MOLA
1/32° resolution data set; file available at http://pds-
geosciences.wustl.edu/missions/mgs/megdr.html .

Centered slopes in the cardinal directions were obtained
by differencing adjacent pixels in the N-S direction and pix-
els separated proportional to secant of latitude E-W; these
slopes have 1.85 km posting. The median slope over 3.7
km is about 0.0057 radians [.0326°]; about 0.32% are larger
than 0.1 and 0.66% larger than 0.2 radian [5.73 and 11.46 °,
respectively]. The slope maps were converted to 1/20° res-
olution ( ~ 3 km) by rigorous resolution change.

The seasonal variation of dust and ice-cloud opacity as a
function of latitude derived by THEMIS (digital data pro-
vided by M. Smith, see Smith [2009]) covering 5.3 Mars years
was averaged into one year, smoothed slightly, and any re-
maining gaps filled by interpolation; the winter polar regions
were filled with 79 = .01 and 7; = .001 . This provided cli-
mate maps with 5° resolution in latitude and L, which were
then linearly interpolated by KRC. The seasonal pressure
variation followed the average of the 3 Viking Lander sites.

KRC was used to generate a model set with level terrain
at 5° latitude spacing (except +/- 88° rather than the true
pole) with 8-sol season spacing, output 48 times of day, for
all combinations of three albedos (A) [0.15, 0.25, 0.35], 15
thermal inertias (I) spaced uniformly in logarithm [11, 16,
24, 35, 52, 77, 114, 168, 249, 367, 542, 800, 1181, 1744, 2575
Jm~2s7Y2K~'] and three surface elevations [-7.422, -1.921,
and 5.544 km] (PTOTAL was 502 Pa and Tq=210, so that
these correspond to surface pressures at L, = 0° of 1000, 600
and 300 Pa). The KRC system could produce such maps for
any slope and azimuth and at current or prior Mars orbital
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values (obliquity, eccentricity, and longitude of perihelion),
although the climate model used here would not be justified.

To accommodate slopes, an additional set of 72 models
(omitting every other thermal inertia level) was run with a
slopes of 0.1 and 0.2 radians in each of the cardinal direc-
tions. L

W-E slopes have a small negative effect on T, generally
less than 0.5K and roughly quadratic with slope. A Ts has
a minimum near 300 Jm~2s™Y2K~!. There is little de-
pendence on surface pressure, and an inverse linear relation
with A. S-N slopes have a larger effect, roughly linear with
slope magnitude and negative if poleward, changes over -
70:4+70° latitude are up to 9K for 0.1 radian slope.

Changes of annual mean temperature from the level
model set were used to fit a quadratic form to the E-W and
N-S slopes separately. The N-S effect is approximately linear
with latitude, being zero near +5° (due to orbit asymmetry);
A Ts 1is accentuated and erratic over latitudes poleward of
~45° where associated with the seasonal polar cap edge.

For both polar zones, a simple linear interpolation with
latitude and with tilt was used for all I, A, and P combi-
nations. This fit was done to all models after combining all
four N:S tilt models normalized by a factors of .5 for the
0.2 tilts runs and by -1 for the south tilt runs. This linear
model was applied to one less latitude zone than fit, in order
to provide a reasonably continuous extension.

The resulting global map is shown at reduced resolution
in Figure 10. The full binary file is available in Dataset 11.
Map values for A and I are invalid poleward of £87°, ex-
cluding these regions the area-weighted mean Ts is 207.0
K; omitting regions poleward of £70°, where results are
strongly influenced by the seasonal caps, the mean T is
214.6 . Northern polar latitudes are largely warmer than
southern by several K, as shown in Figure 11.

6.2. MSL landing site

The MSL landing site is at 4.5S, 137.4E on the floor of the
crater Gale north-west of the large central mound. The aver-
age values for a 15 km square area in this area are A=0.215,
=313 Jm 257 Y/2K™!, elev=-4440 m (with standard devi-
ations of .014, 52 and 60 respectively). The average horizon
is elevated at about 3.5°. Using these values, a homoge-
neous model with emissivity 0.97 was calculated for a Mar-
tian year, using a 3-year spin-up; see Figure 12. The elevated
horizon increases the average daily surface temperature over
somewhat more than half the year, with a maximum of 1.1 K
near Ly =100°; diurnal average is decreased over Ls=190°
to 350° by up to 0.6 K

The atmosphere dust and ice opacity in the KRC model
followed the THEMIS climate, as described in §6.1. The ef-
fects of opacity variation can be seen as high-frequency per-
turbations on the smooth seasonal trends; Martian climate
is highly variable from year to year so the rapid variations
are only indicative of the general nature of dust-storm and
ice-cloud effects.

6.3. Examples of polar frost budgets

Developing thermal models or GCMs that match the
details of seasonal polar caps, let alone the seasonal sur-
face pressure variation, has been challenging. Wood and
Paige, Wood and Paige [1992] used a model based on an early
version of KRC, but with no topography or aerosol opacity,
to match the Viking pressure variation. However, the de-
rived thermal inertia of the surface under the seasonal cap
and the derived albedo and emissivity of seasonal frost for
various best fits are substantially different from observed
values. In a companion paper,Paige [1992] they included
variation of dust opacity and effective frost emissivity to
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address inter-annual differences in the seasonal surface pres-
sure.

Recent GCM’s include spatial variation of polar sur-
face and frost properties and closely reproduce the Viking
pressure measurements, Hourdin et al. [1995]; Forget et al.
[1998]; Haberle et al. [2008] and S.L. Lewis, personal com-
munication 2012. These models are far more detailed than
KRC, but each run of them is a substantial commitment.
KRC, with its seasonal cap modeling ability, could be used
to easily study the effect of small changes in seasonal-cap
parameters.

KRC was run using 18 latitudes in each hemisphere from
45° to near the pole, with zonal-average elevations, 80 sea-
sons with a 3-year spin-up. The atmospheric dust and ice
opacity followed the annual variation measured by THEMIS,
averaged over about 5 Mars years (digital data from M.
Smith)Smith [2009]. The frost emissivity was 0.95; other
surface and frost parameters are close to the observed aver-
age values (see Figure 13 caption). By combining the sea-
sonal frost budgets for the south and north hemispheres from
different KRC runs (each with globally uniform properties),
KRC seasonal frost models can approximate the Viking pres-
sure curves Tillman et al. [1993], adjusted to the mean sur-
face elevation of Mars, see Figure 13. These runs indicate
that the total inventory of gas participating in the seasonal
cycle is equivalent to a mean annual pressure at the mean
surface level of about 741 Pa; Wood and Paige [1992] ob-
tained 771 to 798 Pa in their best fits.

Use of uniform thermal inertia and frost albedo relations
across each seasonal cap is a significant over-simplification
for Mars; yet the basic features are captured by the KRC
model. The time around Ls = 330° is not well matched,
probably due to the great variation of solid CO2 albedo
in the southern spring Kieffer et al. [2000]; Colaprete et al.
[2005]; Glenar et al. [2005]; Brown et al. [2010]. None-the-
less, KRC can be used to quickly estimate the differential
effect of changing cap-related parameters.

7. Summary

KRC provides an efficient and effective way to compute
planetary surface temperature and top-of-atmosphere bolo-
metric temperatures useful for remote sensing. Its physics-
based one-layer gray atmosphere provides a reasonable ap-
proximation of the radiative effects of a dusty atmosphere;
it does not incorporate any effect of winds. Advantages in-
clude its wide use, versatility, rapid execution and multiple
binary output formats. It has evolved over 5 decades and
been used in a large number of analyses of thermal infrared
observations. The program runs in FORTRAN with some
C utility routines; a variety of IDL routines are available to
read the output files.

For Mars, the values shown in the sample input file should
be adequate for most studies. Temperature-dependent con-
ductivity and specific heat can be included, but would not
be needed unless differences on the order of 1K are impor-
tant. The ability to handle slopes of any direction and real-
istic magnitude can be used wherever topography is impor-
tant; the ability to consider elevated horizons to first order
is useful for crater interiors. The one-point mode provides
a simple interface for multiple specific conditions (outside
the seasonal cap). The rapid execution makes it practi-
cal to use multiple year spin-up, which ameliorates any bi-
ases of starting conditions. It will accept a climate model
of atmosphere dust and ice opacity versus season and lati-
tude. The code, documentation and sample files, as well as
the ability to construct input cases and run a pre-complied
KRC, are intended to be permanently available to anyone;
at http://krc.mars.asu.edu .
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Figure 1. Blocking of thermal radiation by a dust-free

Mars atmosphere.
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radiation absorbed by a nominal atmosphere of 700 Pa
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Figure 2. Nominal relation between thermal inertia
and effective particle size Presley and Christensen [1997],
shown as the nearly straight dashed line; specific con-
ditions are P=600 Pascal, density p=1600 kg/m® and
specific heat ¢ = 625 J/ (kg K). The size designations
are standard Wentworth scale. The areal distribution of
thermal inertia on Mars between latitudes 65S and 70N
is shown as the jagged line, derived from mapping us-
ing TES night-time data of Putzig et al. [2005]; note the
log scale, vertical position arbitrary. The bimodal dis-
tribution peaks at 60 and 200 (dominant) SI units, cor-
responding to the low limit for clay (particle diameter 1
pm) and to medium sand (particle diameter 0.5 to 1 mm).
Remote-sensing values above about 200 are increasingly
affected by rock population or real bedrock Nowicki and
Christensen [2007].
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Figure 3. Performance of the OnePoint mode with de-
fault parameters. Difference in surface temperature of
a model with 3-year spin-up with date-steps of 1/40’th
Mars year before the final year ending at the Ls =100°
(northern mid-summer), relative to a OnePoint run for
L, =100°, for three latitudes (indicated by line type).
The 4-year runs had 10, 13, 16 and 19 layers (indicated
by color), corresponding to bottom depths of 4.5, 8.5,
15.6 and 27.7 diurnal skin depths. Differences are less
than 0.2 K except for the deepest model (with a total
thickness greater than an annual skin depth) at a winter
latitude when memory of the annual average temperature
warms the surface, especially at night.
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Figure 4. Surface temperature T for 20 sol spin-up
relative to 3 year spin-up for three latitudes at L, =100°.
Cases were run with different total number of layers, N1,
and different lower boundary conditions indicated by the
flag IB as described in §3.3. The left one-third of the plot
shows diurnal results at 22 N, the middle third at 0 N,
and the right at 25 S. Cases that are not apparent are
covered by the lines of the next case; e..g., N1=10 IB=1
is obscured by N1=10 IB=2.
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Figure 5. Comparison of KRC results (solid lines)
to Ames GCM results (dashed lines). Calculations for
the Viking Lander 1 site at Ls; = 100° for albedo=0.25,
TI=270, 7 = 0.3 and 7/r/7vis = 1.0. The surface ki-
netic temperature [black]; mass-weighted temperature of
the atmosphere [blue], down-going infrared radiation at
the surface (red, right auxiliary axis), and down-going
total insolation at the surface (green, left auxiliary axis).
Three KRC runs are shown: the middle for each param-
eter is with the same input values as the GCM; the lower
has 7rr/7vis = 0.5, the KRC default; and the upper
starts with equilibrium temperatures and allows the bot-
tom temperature to jump in order to overcome the unre-
alistic cold GCM initial conditions.
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Figure 6. Comparison of KRC (solid lines) with ther-
mal model computed by Ashwin Vasavada (dashed lines).
Models are for Holden Crater, a location in the final 4 for
MSL; latitude 26.37S, elevation -1.94 km, albedo=0.13,
I=350, 70 = 0.1. Two seasons are shown: L; = 91°
and 270, which correspond to aphelion winter (curves
confined to lower half of figure) and perihelion summer
(curves rise into upper half of figure). Shown are the sur-
face temperature [black], down-going total insolation at
the surface [green, left auxiliary axis], and down-going in-
frared radiation at the surface [red, right auxiliary axis].
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Figure 7. Comparison of KRC with the Mellon models
(curves with spaced small symbols) used for TES stan-
dard production; T surface kinetic temperature. Diurnal
curves for TT of 35, 168 and 800 for latitudes 60S, 0, 30N
and 60N, all at Ls = 100°. Both models had seasonal
frost all day long at 60S. KRC surface temperatures are
a few degrees warmer, the greatest at night and for low
thermal inertia.
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Figure 8. Comparison of KRC with the Mellon models
used for TES standard production; T} planetary bolomet-
ric temperature. Seasonal curves for TI of 35, 168 and
800 for latitudes 30S, 0 and 30N, all at 13H. The mod-
els track each other closely except for the lowest thermal
inertia at 30S near Ls =90°, when CO> frost forms on
some nights in the KRC models. Mellon midday Tj is
slightly higher than KRC except for /=800 at Latitudes
0 and 30 N near L;=90°
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Figure 9. Effect of temperature-dependent thermal
properties, shown as the diurnal variation of the surface
temperature change from a base case with temperature-
independent thermal properties; see the text in §4. Solid
lines show the average over 40 uniformly spaced seasons;
the dotted lines represent represent plus one standard
deviation. The legend indicates which properties had
temperature-dependence for a homogeneous and a two-
material case.
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Figure 10. Global map of annual-average surface tem-
perature with 1/20° resolution. Based on 711 KRC mod-
els run with seasonal dust and ice opacity derived fol-
lowing Smith [2009] and interpolated for local bolomet-
ric albedo and thermal inertia derived from Putzig and
Mellon [2007], elevation and surface slope derived from
MOLA 1/32° topography. KRC models used 37 lati-
tudes, 8-sol time spacing with a 3 Martian-year spin-up.
Residual striping is along THEMIS orbital tracks, due to
merging data from multiple Mars’ years into the albedo
and thermal inertia maps. See discussion in §6.1. Full
resolution version in Dataset 12.
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Figure 12. Seasonal variation of surface temperatures
(upper section of figure) at the nominal MSL landing site
on the floor of Gale crater. A horizon elevated 3.5 de-
grees in all directions was used. A=0.215, [=313, elev=-
4440, €=0.97 . Temperatures are shown for 6-hour spac-
ing through the night and for the warmest time of day
and 3 hours to either side; indicated by the upper legend.
The lower section shows the infrared opacity of dust and
ice from the TES climate model interpolated to 4.5° S,
both at the same scale, the maximum for dust is 0.398 for
the climate model standard 610 Pa surface pressure. The
TES climate is linearly interpolated to the KRC seasons,
so the climate perturbations to the smooth seasonal vari-
ation do not have exactly the same shape as the opacity
data.
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Figure 13. CO2 frost budget expressed as changes of
surface pressure at the mean surface elevation of Mars
(-0.55 km). The base model was: South: A=0.3, I=100.,
Af=0.55, IC=10 (6 cm), North: A=0.2, I=200., Af=0.75,
IC=10 (12 cm); A is the ground albedo, I is the ground
thermal inertia, Af is the albedo of thick frost, IC is the
first layer with lower-material (ice) properties. Other an-
notations in the legend indicate changes from the base
models listing, top down, the best-fitting set of models
(in terms of mean absolute residual) in the set of 16 hemi-
sphere combinations of 4 models in each hemisphere con-
sisting of the base, and 3 separate offsets: Af-0.05, I-10.
and IC-2 (3.6 and 7.2 cm). See text for other model pa-
rameters. The dot-dash line shows the average pressure
variation observed by Viking.
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Informal version.

Table 1. Symbols and variables. Computation frequency
(for the temperature-independent properties case) is indicated
as:
C = Input constant
F = Firm-coded constant
O = Once
S = Every “season” of latitude (may be as frequent
as each sol)
H = Every “Hour” (24 times per sol)
R = Rapid: every time-step (Nominal is 384 times
per sol)
SR = every time step for one day each season
subscript [f] means that frost values are used if frost is
present.
'MARS’ indicates that the values were taken from refer-
ence Kieffer et al. [1992] at the listed page.
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Sym Name in Input File label Value+ Description and basis
-bol  Code or Equation frequency

A AS ALBEDO S,Ry Current bolometric albedo.

B; B O Thickness of layer i [m].

C SPHT SpecHeat,SpHeat2 C Specific heat of solid material

Cp ATMCP Atm_Cp 860. C Atm. specific heat at constant pressure. J K~=! kg=!, MARS p.855
Ch CABR CABR 0.11 C Clear atmosphere IR absorption for PTOTAL column

Cy  TAURAT TAURAT 0.5 C Dust IR/vis relative opacity. MARS p.1022,1025

F3 FAC3 (1—-Ap) S,Ry Surface solar absorbtance.

F, FAC4 1+ 1/RLAY O Layer factor.

Fs FAC5 Qeo O Surface thermal emission factor.
4Fy FAC45 4Qe0 O Surface thermal emission factor

Fs FAC6 Qe O Surface emission factor.

Fr FACT7 XLZ O Layer scaling.

Fy FACS8 e ey O Fraction of surface blackbody reaching top-of-atmosphere.
Fy FAC9 o(l—e ") O Fractional atmospheric radiation

g GRAV GRAV 3.727 C Martian gravity. m s~

Gu GO ARC2 0.5 C Henyey-Greenstein asymmetry. MARS p.1030

H SCALEH S Scale height in km.

H fk‘(% Heat flow

Hy ADGR SR Solar heating of atm. Wm 2

i I,J layer index, increasing downward.

10 SR Incidence angle from zenith onto a horizontal surface.

i2 SR Incidence angle onto local slope; from SLOPE and SLOAZI

I SKRC INERTIA Thermal inertia = /kpe, Jm ™25~ /2K~

k COND COND C Thermal conductivity of the soil. Wm™'K™!

M R; Columnar mass of COs frost kg m™2

M AMw 43.5 C Atomic weight of general atmosphere. (g/mole).

P PERSEC  PERIOD [days] C Diurnal period in seconds

P,  PTOTAL PTOTAL 540. C Mean annual total pressure at elevation =0. if KPREF is 0 or 1. Pa

If KPREF is 2, then it is the global atm. plus seasonal cap inventory.

P, PZREF S Current pressure at reference level. Pa

P PRES S Current local surface pressure. Pa

R RLAY RLAY C Ratio of thickness of succeeding layers
Ry: ATMRAD FyT R Hemispheric emission from a gray slab atmosphere. Wm 2
S, SOLCON SOLCON 1368. C Solar constant. Wm™>

Sm SOL S,/ U? S Solar flux at Mars. Wm™2
Sty ASOL SR Total insolation onto [sloped] surface. W m ™2
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Table 2. Symbols and variables: Continued

Informal version.

Sym  Name in Input File label Value+ Description and basis
-bol Code or Equation frequency
t - Time ; through a sol from midnight.
At DTIM Smallest time step
T TSUR R Surface kinetic temperature. Kelvin
T. TATM,TATMJ TATM 200. C,R Temperature of the atmosphere. Kelvin
Ty TPFH R Nadir top-of-atmosphere bolometric temperature. Kelvin
Ts TSUR R Surface kinetic temperature. Kelvin
U DAU DAU S Heliocentric range. Astronomical Units
w POWER R Energy into the surface boundary. Wm™?
X XCEN XCEN O Depth to middle of each layer [m]
« 1-SKYFAC « S Fraction of upper hemisphere occupied by ground
15 BETA 1—e "R S Vertical thermal absorption of atmosphere
Be BETH 1—e 7 S Hemispheric thermal absorption of atmosphere
vy TWILFAC S Twilight extension factor
4] [R1SDEC SOLARDEC S Sub-solar latitude degree [R=radian].
€[] EMIS EMIS S,Ry Surface emissivity. FEMIS for frost
0 DLAT S Latitude. 2 = latitude + slope north
DIFFI p% O Thermal diffusivity, m? s—*
o CO0SI cos 1t SR Cosine of the incidence angle
w OMEGA DUSTA 0.9 C Dust grain single scattering albedo. MARS p.1030
p DENS DENSITY,DENS2 C bulk density
o SIGSB 5.67051e-8 F Stephan-Boltzmann constant. W m~2 K—*
T generic opacity
o TAUD TAUD 0.2 C Solar-wavelengths dust opacity at Py
Ti TAUICE S Infrared opacity of ice aerosols
Te TAUEFF Eq. 4 S Effective thermal opacity of the atmosphere
TR TAUIR S Total thermal opacity, zenith
Ty OPACITY S Current local total visual opacity
¢ ANGLE R Hour angle from midnight, ¢2 = hour angle + slope east
Q SKYFAC =1l—-« SR Fraction of the upper hemisphere that is sky
() diurnally-averaged value
TWILI TWILI 1.0 C Central angle extension of twilight, degrees
DTAFAC At/(cpg) O Atmosphere heating factor. s>m?K W™*
FEMIT Qe fchJil O TFrost thermal emission. Wm™?2
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